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Abstract

Object-oriented programs (like most programs) evolve over time and it would be ideal if we could capture persistent parts of the programs early on and then derive the transient versions of the program from the persistent part. In our view, the object-oriented community is moving in this direction through its work on software architecture and patterns. Capturing the persistent parts of a program allows us to better maintain the integrity of the program during evolution.

Software Architecture

The goal of software architecture is to capture the persistent parts of the program and to derive the transient versions using architecture refinement. A number of architecture description languages are under development. Common to many of those architecture description languages is the concept of components and connections between them. Work in this area is summarized in the Architecture Guide.

The work at Northeastern on software architecture is distinguished by using adaptive programming (AP) to capture architecture. This has the advantage that architectural refinements can be automated in many cases. An adaptive program tries to capture the persistent parts of an object-oriented program by using traversals and context objects. Traversals are specified succinctly taking advantage of the structure of object-oriented programs. Work on AP is collected in the adaptive programming book and recent developments are described in Collaborative Behavior Modification.

The work on adaptive programming has connections to many other approaches such as Open Implementation. Those connections are further explored in a description of AP with five patterns. The Inventor's Paradox pattern abstracts from the specifics of AP and tries to describe something which Gregor Kiczales calls Aspect-Oriented Programming (AOP). In AOP a program is described by several loosely-coupled aspects which are woven together into a combined program. In my view, the goal of AOP is to make programs robust to changes in one aspect and to avoid redundancy in the programs. AOP strives to describe the aspects of an
application in such a way that the volatile aspects are localized and so that changes to those aspects don't have too many repercussions. This leads to a better description of the persistent parts of the application. A definition of AOP is under preparation at Xerox PARC and the above summary might not be correct.

In the application of AOP to AP we have three aspects: The structural aspect (class graph), the navigation aspect (traversal specifications), and the behavior modification aspect (context objects). The three aspects are described by three little languages, one per aspect. Adaptive programs are robust since they are robust to changes in the class graph and also robust to changes in the context objects. AP eliminates redundancy since the class graph information is not repeated many times in the program.

AP is programming by hooks which loosely couple the parts together. The program for each part defines hooks into other parts. When all parts are given, the hooks are combined, if necessary, by weaving instructions. (we borrow the term "weaving" from AOP; but AOP is more general than AP.) The hooks are used to formulate the weaving algorithm. In the simplest form of AP, the hooks are classes and edges in the class graph to which we refer selectively to express context objects and traversals.

One feature of interesting applications of AP is that the weaving algorithm is sophisticated enough so that from weave(A1,A2,A3) it is not possible to uniquely determine a part even if all other parts are given. On the other hand, the weaving algorithm cannot be too sophisticated since it must be fast. For example, in simplest form of AP with class graphs and traversal specifications, it is usually impossible to uniquely determine the traversal specifications from the object-oriented program, the class graph and the context objects.

The typing of adaptive programs is a challenge. We call a program (A1,A2,*) type-correct if there exists a part A3 such that weave(A1,A2,A3) is type-correct. Jens Palsberg is currently studying the typing of adaptive programs: Given an adaptive program consisting of traversal specifications and context objects, is there a class graph which creates a type-correct object-oriented program.

The typing of adaptive programs is influenced by the generality of the weaving algorithm. If the weaving algorithm needs to make many restrictions regarding
what can be woven together, the typing question becomes more difficult. It is important that the weaving algorithm is general purpose. See the work on compiling adaptive programs Efficient Implementation of AP , and Automata Theoretic Compilation.

The work on meta-object-protocols is also concerned, to some degree, with persistence versus transience and with software architecture. The idea is that the persistent parts of the program are expressed at the base level while the transient parts are expressed at the meta level. The meta level provides building blocks for the base level and ideally most changes to the program can be accomplished by changing the meta objects and programs. See URL: http://www.parc.xerox.com/spl/projects/oi/

Patterns

Work on patterns in software development has been popularized by the design pattern book [GOF]. Patterns can be classified in different categories: programming, design, architectural and organizational. Patterns contribute to capturing the persistent parts of a program by describing often used solutions to problems in a context.

The work on design patterns will develop in a number of directions. New patterns will be added to the catalog of well known patterns. Patterns of different levels of abstraction will be developed. Finally, well known patterns will be supported directly by tools. To develop those tools, it is necessary to have a notation to describe patterns so that a tool can operate with patterns. Tasks which can be automated are: analyzing patterns, customizing patterns, composing patterns, retrieving patterns.

Analyzing means to check whether the pattern is "type-correct" and customizing means to check for proper application of a pattern to a program and to automatically create the code prescribed by a pattern.

The emerging field of architecture description languages can play an important role in producing models and tools to make work with patterns even more productive. An architecture description language ought to be expressive enough to express design patterns and even some architectural patterns.
However there are high-level patterns which will not (yet) lend themselves to automation. For example, the description of AP with five patterns leads to high-level patterns, called Class Graph, Structure-shy Object, Structure-shy Traversal and Context which would be hard to describe formally and would be hard to automate. What kind of features do architecture description languages need to express design patterns?

- **Pattern Abstraction** One important feature which stands out is a facility to express patterns abstractly, without referring to unimportant details. Yet the patterns must be customizable to lead to specific execution behavior. Customization adds details and creates an executable program which controls the interaction specified by the pattern. The concepts of AP offer new ways to describe patterns succinctly.

- **Applicability Constraints** A pattern consists of a partial object interaction specification and an applicability condition. By "applicability condition" we mean restrictions on the set of entities that collaborate for the purpose of the interaction. The applicability condition specifies the contexts in which the pattern may be applied. Therefore, an architecture description language needs to express applicability constraints for patterns.

**Conclusions**

More work is needed to explore techniques which allow us to better express the persistent properties of program families. The ideas behind AP should prove useful to formulate software architectures and patterns at a higher level of abstraction.

At the programming language level, it would be useful to integrate the AP concepts of traversals and contexts into the programming language Java.
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3. **Architectural Goals and Constraints**

Key networking protocol standards such as TCP/IP and HTTP and the markup language HTML have driven the explosive growth of the Web. For the next phase of growth, industries can use XML to enable the sharing of data across multiple systems and XML Web Services to enable rich integration of distributed
applications. These technologies will streamline the development process for creating a highly interactive and interoperable suite of software tools for communities of medical professionals.

With this in mind we may envision an end-result as seen from a human user similar to the diagram below, alternate views are possible depending on the role of the user; producer, consumer etc.

Diagram…..

The diagram denotes how the services implemented according to the MedBiquitous standards can be utilized by the Portal infrastructure. We see 3 different implementation styles for the information service in the example above:

- Style #1. This information service interfaces to an existing application and presents that application’s information to the community according to MedBiquitous technical standards.
- Style #2. This is a service that bypasses the existing application (due perhaps to an inability to interface through the application itself) and serves information directly from local repositories.
- Style #3. This is an aggregation service, it communicates to two or more downstream information services and aggregates content according to some predefined rules.
- We also see the ability for one portal to access and present information from another portal, although the ICE content syndication standards are more likely than direct screen-scraping technology.

3.1 Standards

The MedBiquitous consortium has chosen a set of technology standards that support the implementation of a federated information network. These standards are those that underpin the Internet as well as in the emerging area of Web Services. These standards were chosen because of their open and platform neutral
manner thus allowing an open and flexible choice for the implementer. The following diagram shows how the MedBiquitous technology standards (indicated by *) build upon one another and upon this existing infrastructure of Internet technologies.

Note that the above diagram is a snapshot of the current state of the technology; detailed design documents in each area will outline the specific versions of standards to be used in each area.

MedBiquitous standards provide the means to integrate applications and data across the Internet, enabling rich collaboration among many organizations in professional medicine. MedBiquitous development efforts build upon existing Internet protocols, Web protocols, and emerging Web services standards and include the following technologies:

• XML Payload Standards for the data and documents produced by medical communities and their business partners.

• XML Web Services Standards to enable the delivery and integration of applications for medical communities.

• Portal Standards for integrating content and applications from various sources into a cohesive and usable presentation for physicians.

• Security Standards and guidelines for exchanging authentication and access data among disparate systems and organizations.
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An Introduction to Software Architecture

1. Introduction

As the size and complexity of software systems increases, the design problem goes beyond the algorithms and data structures of the computation; designing and specifying the overall system structure emerges as a new kind of problem. Structural issues include gross organization and global control structure; protocols for communication, synchronization, and data access; assignment of functionality
to design elements; physical distribution; composition of design elements; scaling and performance; and selection among design alternatives.

This is the software architecture level of design. There is a considerable body of work on this topic, including module interconnection languages, templates and frameworks for systems that serve the needs of specific domains, and formal models of component integration mechanisms. In addition, an implicit body of work exists in the form of descriptive terms used informally to describe systems. And while there is not currently a well-defined terminology or notation to characterize architectural structures, good software engineers make common use of architectural principles when designing complex software. Many of the principles represent rules of thumb or idiomatic patterns that have emerged informally over time. Others are more carefully documented as industry and scientific standards.

It is increasingly clear that effective software engineering requires facility in architectural software design. First, it is important to be able to recognize common paradigms so that high-level relationships among systems can be understood and so that new systems can be built as variations on old systems. Second, getting the right architecture is often crucial to the success of a software system design; the wrong one can lead to disastrous results. Third, detailed understanding of software architectures allows the engineer to make principled choices among design alternatives. Fourth, an architectural system representation is often essential to the analysis and description of the high level properties of a complex system.

2. From Programming Languages to Software Architecture

One characterization of progress in programming languages and tools has been regular increases in abstraction level—or the conceptual size of software designers building blocks. To place the field of Software Architecture into perspective let us begin by looking at the historical development of abstraction techniques in computer science.

2.1. High-level Programming Languages

When digital computers emerged in the 1950s, software was written in machine language; programmers placed instructions and data individually and explicitly in the computer's memory. Insertion of a new instruction in a program might require
hand-checking of the entire program to update references to data and instructions that moved as a result of the insertion. Eventually it was recognized that the memory layout and update of references could be automated, and also that symbolic names could be used for operation codes, and memory addresses. Symbolic assemblers were the result. They were soon followed by macro processors, which allowed a single symbol to stand for a commonly-used sequence of instructions. The substitution of simple symbols for machine operation codes, machine addresses yet to be defined, and sequences of instructions was perhaps the earliest form of abstraction in software. In the latter part of the 1950s, it became clear that certain patterns of execution were commonly useful—indeed, they were so well understood that it was possible to create them automatically from a notation more like mathematics than machine language. The first of these patterns were for evaluation of arithmetic expressions, for procedure invocation, and for loops and conditional statements. These insights were captured in a series of early high-level languages, of which Fortran was the main survivor.

Higher-level languages allowed more sophisticated programs to be developed, and patterns in the use of data emerged. Whereas in Fortran data types served primarily as cues for selecting the proper machine instructions, data types in Algol and its successors serve to state the programmer’s intentions about how data should be used. The compilers for these languages could build on experience with Fortran and tackle more sophisticated compilation problems. Among other things, they checked adherence to these intentions, thereby providing incentives for the programmers to use the type mechanism. Progress in language design continued with the introduction of modules to provide protection for related procedures and data structures, with the separation of a module’s specification from its implementation, and with the introduction of abstract data types.

2.2. Abstract Data Types

In the late 1960s, good programmers shared an intuition about software development: If you get the data structures right, the effort will make development of the rest of the program much easier. The abstract data type work of the 1970s can be viewed as a development effort that converted this intuition into a real theory. The conversion from an intuition to a theory involved understanding
the software structure (which included a representation packaged with its primitive operators),

• specifications (mathematically expressed as abstract models or algebraic axioms),

• language issues (modules, scope, user-defined types),

• integrity of the result (invariants of data structures and protection from other manipulation),

• rules for combining types (declarations),

• information hiding (protection of properties not explicitly included in specifications).

The effect of this work was to raise the design level of certain elements of software systems, namely abstract data types, above the level of programming language statements or individual algorithms. This form of abstraction led to an understanding of a good organization for an entire module that serves one particular purpose. This involved combining representations, algorithms, specifications, and functional interfaces in uniform ways. Certain support was required from the programming language, of course, but the abstract data type paradigm allowed some parts of systems to be developed from a vocabulary of data types rather than from a vocabulary of programming-language constructs.

2.3. Software Architecture

Just as good programmers recognized useful data structures in the late 1960s, good software system designers now recognize useful system organizations. One of these is based on the theory of abstract data types. But this is not the only way to organize a software system. Many other organizations have developed informally over time, and are now part of the vocabulary of software system designers. For example, typical descriptions of software architectures include synopses such as (italics ours):

• “Camelot is based on the client-server model and uses remote procedure calls both locally and remotely to provide communication among applications and servers.”[8]
•“Abstraction layering and system decomposition provide the appearance of system uniformity to clients, yet allow Helix to accommodate a diversity of autonomous devices. The architecture encourages a client server model for the structuring of applications.”[9]

•“We have chosen a distributed, object-oriented approach to managing information.” [10]

•“The easiest way to make the canonical sequential compiler into a concurrent compiler is to pipeline the execution of the compiler phases over a number of processors. . . . A more effective way [is to] split the source code into many segments, which are concurrently processed through the various phases of compilation [by multiple compiler processes] before a final, merging pass recombines the object code into a single program.”