Performance evaluation of fault tolerance techniques in grid computing system
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A B S T R A C T

As fault tolerance is the ability of a system to perform its function correctly even in the presence of faults. Therefore, different fault tolerance techniques (FTTs) are critical for improving the efficient utilization of expensive resources in high performance grid computing systems, and an important component of grid workflow management system.

This paper presents a performance evaluation of most commonly used FTTs in grid computing system. In this study, we considered different system centric parameters, such as throughput, turnaround time, waiting time and network delay for the evaluation of these FTTs. For comprehensive evaluation we setup various conditions in which we vary the average percentage of faults in a system, along with different workloads in order to find out the behavior of FTTs under these conditions. The empirical evaluation shows that the workflow level alternative task techniques have performance priority on task level checkpointing techniques. This comparative study will help to grid computing researchers in order to understand the behavior and performance of different FTTs in detail.

1. Introduction

Grid computing enables it users to use Grid for large-scale compute and data intensive applications, in science, engineering and commerce [1,2]. Such applications include, molecular modeling for drug design [3], brain activity analysis [4], high energy physics, protein modeling, ray tracing [5] and weather forecasting, etc. Grid computing enables these compute intensive applications to integrate large scale, geographically distributed and heterogeneous resources in different administrative domains with different resource usage and security policies in order to compute their jobs.

Fault tolerance or graceful degradation is the property of distributed computing system which distinguishes it from sequential computing. This property enables distributed computation to carry on it computation even on individual component’s failure without terminating the entire computation [6,7]. Due to the diverse nature of grid and large scale applications on grid, fault tolerance becomes a challenge on developing, deploying and running applications on the grid environment [8]. Thus, the inclusion of fault tolerance related features in grid computing system is not a supplementary optional feature [9] rather a prerequisite.

Due to scale of complexity and heterogeneous nature of grid as compared to traditional computing systems, existing fault tolerance techniques of traditional systems are not enough to manage the faults in grid computing. Therefore, we require additional fault tolerance technique that could work well in complex and heterogeneous nature of grid. Consequently over
the years researchers have yielded a considerable body of theoretical and practical knowledge of fault detection, handling, and recovery techniques [6]. Rajkumar Buyya, in his taxonomy of workflow management systems for grid computing [10] divided the fault tolerance techniques in to two main levels that are; (a) task level and (b) workflow level fault tolerance. He also cataloged different fault tolerance techniques under the above two levels [10].

Taking into account the large number of different fault tolerance techniques (FTTs) available, choosing the best FTT under different levels of faulty system with different system’s performance requirements is not an easy task. The system centric approach of FTT is attractive because it enhanced the system throughput, utilization, and complete execution at the earliest possible time [11] and another benefit of using system centric approach for grid computing is economic profits [12].

In this paper we present a simulation study that comprises of four most commonly used fault tolerance techniques in terms of their impact on the performance of grid computing system. We considered the system centric parameters such as throughput, turnaround time, waiting time, and transmission delay in order to evaluate the relative performance of grid computing system using various fault tolerance techniques. We also considered various simulation conditions in which we vary the average percentage of faults in a system along with different workloads, and showed the experimental results.

Rest of the paper is organized as follow. In Section 2, we discussed different fault tolerance techniques in grid computing, and our choice of FTTs Section 3 contains the performance parameters which we have used. Section 4 includes the methodology that we have adopted while in Section 5 we present experimental results and discussion, finally in Section 6 we draw conclusion of our work.

2. Performance analysis of fault tolerance techniques in grid

In grid computing we can categories resource management and job scheduling in to two broad categories that are (a) system centric and (b) user centric. The system centric approach [23] aims to maximize the overall system utilization by considering the parameters such as throughput, turnaround time, transmission delay, waiting time, etc. On the other hand, in user-centric approach, the main focus is to deliver maximum utility to the grid users based on their QoS requirements, i.e., deadline guarantees by which the user wants his jobs to be completed and/or budget he can pay for the required service. As most of the grid resource management and scheduling system such as Condor [22], AppLeS PST, PUNCH, Netsolve, etc., works on system centric approach [23].

2.1. Fault tolerance techniques

Jia Yu and Rajkumar Buyya in their taxonomy of workflow management systems for grid computing [10] divided the fault tolerance techniques in to two main levels that are (a) task level and (b) workflow level fault tolerance.

2.1.1. Task level failure handling techniques

Task-level techniques [8] refer to recovery techniques that are to be applied in the task level to mask the effect of task crash failures without having to know about the task context [13] (i.e., failure-type independent failures). Task level [14] fault tolerance techniques include:

1. Retrying – Retrying technique for fault tolerance is the simplest technique [15] being used. After failure it retries the same task regardless the cause of failure on the same grid resource, up to some threshold value and hopes that failure will not come in successive retries.
2. Alternate resource – The alternate resource technique [17] works just like the retry except it retries on the alternate resource rather than retrying on the same resource again and again.
3. Checkpoint/restart – The checkpointing technique periodically saves the state of an application [18], and on failure it migrate the task on other resource, and starts the execution from the last saved checkpoint. In general, the checkpoint in the application can be [19] either kernel, user or application level checkpointing.
4. Replication – The replication technique in fault tolerance [20,21] runs different replicas of same task on different grid resources simultaneously, hoping that at least one of them will complete successfully.

Because of the simplicity of implementation, retry and alternate resource techniques are being mostly used [23], while due to the complexity in the implementation of replication and checkpointing/restart [22] techniques they have been studied more theoretically, yet few implement replication or checkpointing.

2.1.2. Workflow level failure handling techniques

Workflow level or failure type sensitive failures [8] handling techniques change the flow of execution on failure, based on the knowledge of task execution context. Workflow level techniques [10] can be classified:

1. Alternative task – is just like retry technique the only difference is that, it exchanges a task with other implementation of same task but with different execution characteristics, on failure of the first one.
2. **Redundancy** – While for redundancy techniques [23] we require many different implementations of same task with different execution characteristics, which run in parallel as opposed to task level replication technique where same tasks are replicated on different grid resources.

3. **User defined exception handling** – In user defined exception handling technique [16,10] user specifies the particular treatment to workflow of a task on failure.

4. **Rescue workflow** – The rescue workflow technique [10] allows the workflow to continue even if the task fails until and unless it becomes impossible to move forward without catering the failed task.

2.2. Selected FTTs for performance evaluation

We have selected three of task level FTTs and one from workflow level due to two main reasons. First the basic requirement for first three workflow level techniques is that you must have multiple implementations of same task [10] with different execution characteristics. But most of the time this is not feasible to have multiple implementation of same task. Secondly, from literature review we came to know that most of the current projects have different task level FTTs [10], as shown in Table 1. We selected the following four most commonly used FTTs for empirical evaluation study in grid computing system that are: Retrying; Alternate resource; Checkpoint/restart and Alternative task.

3. Performance metrics

The comparative performance of FTTs is measured by standard matrices [12] throughput, turnaround time, waiting time and transmission delay. The terms are defined:

**Average throughput** – We calculated the average throughput of ‘n’ number of gridlets submitted divided by the total amount of time $T$ necessary to complete ‘n’ gridlets successfully i.e.,

$$\text{Throughput} = \frac{n}{T_n}$$

$n$ is a total number of gridlets submitted.

$T_n$ is a total amount of time necessary to complete $n$ gridlets.

**Average turnaround time** – from particular gridlet/job point of view, the important criterion is how long the system takes to execute that gridlet. The interval from the time of submission of a gridlet to the time of completion is the turnaround time. While average turnaround time, is averaged over all gridlets submitted (see Fig. 1).

**Average waiting time** – is the average amount of time between submitting a gridlet to grid resource and starting the gridlet on one of the executions host (see Fig. 1).

**Transmission Delay** – Transmission delay [23] is a function of the packet’s length and the transmission delay. It has nothing to do with the distance between the two nodes. This delay is proportional to the packet’s length in bits; it is given by the following formula:

$$D_T = \frac{N}{R}$$

$D_T$ is the transmission delay

$N$ is the number of bits, and

$R$ is the rate of transmission (say in bits per second).

<table>
<thead>
<tr>
<th>Project name</th>
<th>Task level techniques used</th>
<th>Workflow level techniques used</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAGMan [23]</td>
<td>Task level – Alternate resource</td>
<td>Workflow level – Rescue workflow</td>
</tr>
<tr>
<td>Taverna [22]</td>
<td>Task level – Retrying</td>
<td>Workflow level – Rescue workflow</td>
</tr>
<tr>
<td>GridFlow [23]</td>
<td>Task level – Alternate resource</td>
<td>Workflow level – User-defined exception</td>
</tr>
<tr>
<td>Askalon [22]</td>
<td>Task level – Retry</td>
<td>Workflow level – User-defined exception handling – Workflow rescue</td>
</tr>
<tr>
<td>Karajan [23]</td>
<td>Task level – Alternate resource</td>
<td>Workflow level – Rescue workflow</td>
</tr>
</tbody>
</table>
4. Experimental methodology

We carried out our study by means of GridSim simulator [22]. GridSim supports modeling and simulation of heterogeneous grid resources, users and application models. It provides infrastructure for creation of application tasks, mapping of tasks to resources, and their management. We measured the throughput, turnaround time, waiting time and transmission delay of Retrying, Alternative, Checkpoint and Alternative-task fault tolerance techniques. The experiment setup is same for all FTTs evaluation. In this study we model and create Grid resources, applications and jobs as gridlets in GridSim environment.

4.1. Resource modeling

In our experiments we modeled different space-shared resources; we took the configurations, characteristics, and capabilities of these resources from those in WWG testbed [23].

4.2. Application modeling

In GridSim the job and its length in Million of Instructions, the size of job input and output data in bytes are grouped together and is called a ‘Gridlet’. In our experiments we modeled applications with different number of gridlets from 200 to 1000. We have used 56 Mbps (Megabits per second) communication link in our setup. We took the same file size that is 300 MB and length that is 10,000 million of instruction (MI) for all jobs, and these specifications remain same for measuring performance of all fault tolerance techniques.

5. Experimental results and discussion

This section presents the measured results of different FTTs. We have conducted different experiments with variation in the total number of jobs/gridlets submitted to the grid resources, by injecting different percentage of failures in a system, and got average throughput, average turnaround time, average waiting time, and average transmission delay of a system using different fault tolerance techniques mentioned in Section 2.2.

5.1. Average throughput

Throughput is an important parameter for determining the performance of different FTTs. It becomes more important when a user has to wait for the completion of all jobs before proceeding further. Figs. 2–6 depict average throughput of different FTTs considered in our study.

Figs. 2–6 present the measured throughput of all four FTTs, with different percentage of faults injected in a system, and on different number (200, 400, 600, 800 and 1000) of gridlets submitted. With different percentage of faults injected, and number of gridlets submitted, the overall difference among all four FTTs is less than 18% for average throughput.

In general the average throughput of all techniques decreases with increase in the percentage of faults injected and with the increase in the number of gridlets submitted to the system. Among different fault tolerance techniques, average throughput of a system increases when we move from ‘retrying’ to ‘alternative task technique’ of fault tolerance, but with some exclusion like in Figs. 2 and 3. In Fig. 2 the average throughput of checkpointing is more than that of Alternative task technique under 25–30% of faults injection. This is because in checkpointing the whole gridlet is divided in to different...
checkpoints, it may happen that on first time when a gridlets fails it would have completed its execution up to some initial checkpoints inserted in the gridlet and you have to resubmit it again for further execution from last successfully completed checkpoint onward. In this way the number of resubmission with checkpointing may increase specially in case when you have more faulty system and with large number of gridlets submitted. This would ultimately increase the network delay in case of checkpointing. Due to this reason the average throughput of checkpointing in Fig. 2 is more than the average throughput of alternative task, but with increase in the number of gridlets submitted the average throughput of alternative task starts increasing then that of checkpointing because of more network delay in checkpointing. The overall difference between ‘retrying’ and ‘alternate resource’ is less than 3.5% for average throughput.
In summary we see that with less number of gridlets submitted that is under 400 and high faulty system task level checkpointing gives high throughput as compared to other FTTs in our experiment. On the other hand, with increase in the number of gridlets submitted as Figs. 4–6 depicts workflow level alternative task technique gives high throughput as compared to other FTTs present in experiment, under all percentages of faults. There is a significant difference between the throughput given by retrying and alternate resource as compared to checkpointing and alternative task under all sorts of conditions.
5.2. Average turnaround time

Figs. 7–11 depict ‘turnaround time’ of different FTTs, with different percentage of faults injected in a system, and on different number (in count) of gridlets submitted. With different percentage of faults injected, and number of gridlets submitted, the overall difference among all four FTTs is less than 21% for average turnaround time.
In general the average turnaround time of all techniques increases with increase in the percentage of faults injected and with the increase in the number of gridlets submitted to the system as shown in Figs. 7–10. Among different fault tolerance techniques in general, average turnaround time also decreases when we move from ‘retrying’ to ‘alternative task technique’ of fault tolerance, but with some exclusions. Like in Fig. 7, turnaround time of ‘checkpointing’ is less than that of ‘alternative task technique’.

This is because in ‘alternative task’ we have different implementations of same task [8] with different executions characteristics, and in our experiment after the failure of first implementation which is fast but unreliable we resubmits the second implementation that is slower than first one but more reliable, which increases the turnaround time of a task/gridlet and it increase more with the increase in percentage of failures injected. But with increase in the number of gridlet in checkpointing the likelihood of resubmitting the failed task also become increases as described in Section 5.2 which eventually increases the turnaround time of checkpointing as compared to that of ‘alternative task’. This trend further elaborated when there is a significant increase in the number of gridlets submitted as shown in Fig. 11.

In summary we see that under less numbers of gridlets submitted and presence of high percentage of faults in a system the checkpointing gives good results as compared to other FTTs as shown in Fig. 7. With increase in the number of gridlets submitted its performance goes down with respect to alternative task, but it still works well as compared to retrying and alternate resource under all sorts of condition.

5.3. Average waiting time

Figs. 12–16 depict ‘average waiting time’ of different FTTs, with different percentage of faults injected in a system, and on different number (in count) of gridlets submitted. With different percentage of faults injected, and number of gridlets submitted, the overall difference among all four FTTs is little less than 21% for average ‘waiting time’.

In general the average waiting time of all techniques increases with increase in the percentage of faults injected and with the increase in the number of gridlets submitted to the system. Among different fault tolerance techniques the average waiting time of checkpointing is less in all conditions. The waiting time of alternative task is more because of the slow task that we have resubmitted on failure of fast but unreliable task. Due to the same reason the waiting time of alternative task is also
more than that of retrying and alternative task techniques too when there is a high percentage of faults occurrence. While the waiting time of alternate resource technique alters with the load on the resource on which it has been migrated on failure.

5.4. Average transmission delay

Figs. 17–21 depict ‘average transmission delay’ of different FTTs, with different percentage of faults injected in a system, and on different number (in count) of gridlets submitted. With different percentage of faults injected, and number of gridlets submitted, the overall difference among all four FTTs is less than 9% for average ‘transmission delay’.

Fig. 13. Total number of gridlets/jobs submitted = 400.

Fig. 14. Total number of gridlets/jobs submitted = 600.

Fig. 15. Total number of gridlets/jobs submitted = 800.
In general the average transmission delay of all techniques increases with increase in the percentage of faults injected and with the increase in the number of gridlets submitted to the system. Among different fault tolerance techniques the average transmission delay of alternative task is less in all conditions, which is the main cause of its high throughput and low turn-around time.

The reason for increase in the transmission delay of checkpointing is the same as described in Section 5.1. The transmission delay of alternate resource and retrying is almost the same, because in both on resubmission gridlet’s size remains same and both works on same number of retries on failure.
In this paper we carried out a comparative study of four most commonly used fault tolerance techniques in grid computing, these techniques include ‘checkpointing’, ‘retrying’, ‘alternate resource’, and ‘alternative task’. The performance of these techniques is evaluated in different conditions, on different parameters such as throughput, turnaround time, waiting time, and transmission delay. The waiting time of ‘alternative task’ techniques is high it is due to the resubmission of slow task, but it works well under high workloads and with different percentages of faults injected in a system.

Fig. 19. Total number of gridlets/jobs submitted = 600.

Fig. 20. Total number of gridlets/jobs submitted = 800.

Fig. 21. Total number of gridlets/jobs submitted = 1000.

6. Conclusion
The reason for good performance of ‘alternative task’ is to takes less network delay as compare to other FTTs. On the other hand when we have low workload and with high percentage of faults in a system ‘checkpointing’ give better results than alternative task and other FTTs. Our comparative study will help other researchers in order to understand the behavior and performance of different FTTs for Grid computing environment.
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